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ABSTRACT

During the last 10 years, various volunteered geographic in-
formation (VGI) sources have been developed under the au-
thority of crowdsourcing communities. The resulting data
showed a great role in various application domains (e.g., map
provision). However, several research addressed the ques-
tionable quality of VGI. They argued for developing intuitive
strategies to integrate and to enrich data sources with each
others. In OpenStreetMap (OSM), many contributions have
abstract level of details or incomplete information that limit
their use. However, the missing information could be avail-
able in other voluntary data sources. For instance, Flickr
and Mapillary, contain geotagged photos that depict geo-
graphic features. Visual inspection of these photos can be
used to enrich the OSM data. This paper investigates plau-
sible utilization of geotagged photos of Flickr to enrich the
OSM data. We applied deep learning (DL) algorithms on
the photos to generate tags of various related concepts. The
resulting tags can be used either to assure and enrich exis-
tent contributions or to create new contributions. The paper
presents the abstract description of the proposed approach,
as well as the encountered challenges. The findings show the
potential role of DL in enhancing OSM data quality.
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1. INTRODUCTION

Ubiquity of location aware devices and advanced informa-
tion and communication technologies facilitate the way of
geographic data collection. Following the crowdsourcing
paradigm, public collect and develop volunteered geographic
information (VGI); VGI is a particular kind of user gener-
ated content (UGC), such as, Wikipedia1, where the con-
tent is related to geographic properties. Under authori-
ties of crowdsourcing communities several geographic con-
tents have been developed serving di↵erent application do-

1https://www.wikipedia.org/

mains. For example, Wikimapia2, OpenStreetMap3 (OSM),
Geowiki4, and Mapillary5 are examples of voluntary map-
ping projects. In addition, geotagged contents at online
platforms like Flickr6 and Twitter7 represent another format
of VGI. During the last decade, GIScience research showed
the role of VGI as a potential source of information. It can
act either as solely or as complementary data source. How-
ever, the research pointed out issues related to data quality
of VGI as well.

We are interested in VGI mapping projects (i.e., collabo-
rative mapping) particularly the OSM project. Currently,
the OSM data covers most of the world and is supported
by millions of contributors. These contributors have various
characteristics. These varieties results in rich data sources,
however, with heterogeneous data quality. Completeness is
one problematic issue of data quality in the OSM. Many con-
tributed features have lack of details, while others have less
attractions of contributions, and consequently, they provide
incomplete information. However, the missing information
can be founded in other VGI sources.

This paper focuses on the integration of various VGI sources
towards enhancing data quality. For example, in the OSM
data there exist many contributions with an abstract level
of details (LOD), such as, a building, a water body, a beach,
etc. However, what is the type of the building? Which
kind of water body it is? Are sailing activities valid on that
beach? All these details might be available in another VGI
resource (e.g., geotagged photos). Thus, this paper proposes
an approach to enhance the OSM data quality by integrating
geotagged photos from Flickr.

The proposed approach applies deep learning (DL), which is
a branch of machine learning that shows promising findings
when it is employed on VGI [11, 30]. In our approach DL
is utilized to generate tags from a given geotagged photo.
These tags can be utilized to enhance the quality of the OSM
contributions by various scenarios. The proposed approach
demonstrates two enhancement scenarios of the OSM data
quality. So far, the finding indicates the feasibility of our
approach regardless the implementation challenges.

2http://wikimapia.org/
3http://www.openstreetmap.org/
4http://geo-wiki.org/
5https://www.mapillary.com/
6https://www.flickr.com/
7https://twitter.com/



The reminder of this paper is organized as follow: Section
2 presents related work of our approach. The proposed ap-
proach description, illustration, and implementation chal-
lenges are argued in Section 3. Finally, Section 4 includes
conclusions and points out to further developments.

2. RELATED WORK

This section gives insights about related work regarding the
questionable data quality of VGI and the potential role of
geotagged photos in various applications (Section 2.1). As
well, it presents the applications of deep learning to enhance
VGI quality (Section 2.2).

2.1 Data Quality in VGI

Various research investigate the data quality of OSM from
multiple views: biased contributions among urban and rural
areas [13], the increase attraction of particular features (e.g.,
highways) over the others, inconsistent level of details (LOD)
[14, 29, 32], and problematic classification [2, 3]. Otherwise,
researchers propose motivation procedures [12], integration
strategies [24], and semantic interpretations solutions [6] to
tackle those issues. Moreover, others call for standard proce-
dures of data collection in [22] toward enhanced data quality
of VGI.

From other side, research analyzes the quality of geotagged
photos in Flickr, Panoramia, and di↵erent sources as well
[4, 5]. They show potential role of these photos to explore
places [15], to make sense of the context [17], and to sup-
port disaster relief [20]. The work in [26] presents a com-
prehensive review of the challenges of using Flickr photos to
perform auto-tagging, to extract knowledge, and to develop
applications of traveling and humanities.

2.2 Deep Learning

DL shows promising results in several areas including natu-
ral language processing [9] and computer vision [8]. DL in
particular shows a great success in images recognition area
(e.g., images classification) [1, 31, 19, 16]. For performing
several tasks such as images classification, the DL systems
are relying on Convolutional Neural Networks (CNNs) [21]
to achieve very close performance to humans [1]. For exam-
ple, Bauidu, and Google have developed images classifiers
that have 5.98% and 6.67% error rates respectively [1, 27],
where humans achieved 5.1% error rate.

Images classification based on CNNs have successfully been
applied to VGI domain. DeepOSM8 and the work pro-
posed in [25] show DL satellite images classification systems
with 80% and 69% accuracy rates respectively. They use
the developed classifiers to enrich the OSM data, e.g., miss-
ing object labels such as “parking”. Recently, DeepVGI [7]
has been proposed as a research project to improve data
quality of VGI, particularly the OSM. DeepVGI aims to
train classification models by using big datasets of the OSM,
where such models can be used to classify objects such as
buildings, grass lands, etc, and that can be used to enrich
OSM data.

So far, there are no works that apply DL to target the inte-
gration of various VGI sources. Limited studies investigate
8DeepOSM (https://github.com/trailbehind/DeepOSM)

Figure 1: The proposed TME approach that consists of three
processes: deep Tagging, Matching, and Enhancement

knowledge extraction from geotagged photos, however, with-
out intension to employ the extracted knowledge to enrich
voluntary mapping projects. In contrast to others, we utilize
DL to integrate various resources of VGI. This work aims to
increase the level of granularity in OSM, while others en-
riched the OSM only on a higher level of abstraction.

3. TOWARD ENHANCED DATA QUALITY

The approach aims to enhance OSM data quality by two
ways: 1) ensure the quality of the existent contributions;
and 2) enrich the OSM data either by adding more informa-
tion to the existent contributions or by creating new con-
tributions. We apply DL algorithms (i.e., deep tagging) on
geotagged photos from Flickr. The resulting tags are utilized
to enhance the OSM data quality. The proposed approach
description, enhancement scenarios of data quality, and the
encountered implementation challenges are described in the
following subsections.

3.1 Tagging-Matching-Enhancement (TME)

In this work, the geotagged photos are photos that are as-
signed with a geographic location by either an explicit or
implicit way. Figure 1 illustrates the proposed approach,
which consists of three processes as follows: Tagging, Match-
ing, and Enhancement.

• Deep Tagging: assume a given geotagged photo, for
instance, from Flickr, we use CNNs as a powerful DL-
based classifier to extract tags of the photos [23]. Par-
ticularly, we use Google Inception v3 [28] as a mature
variant of CNNs that is trained by using 9 millions
images dataset called OpenImages [18]. The extracted
tags describe the photos from di↵erent concepts and
with various levels of abstractions.



• Matching: taking into account the location of a given
photo and the generated tags, matching process aims
to identify a geographic identical entity in the OSM,
such as, a building or a beach that is depicted by the
photo. The process might find out non-existence of
matched entities in the OSM.

• Enhancement: our approach proposes two scenarios;
first the assurance scenario, when a matched entity is
found, the process acts to ensure the existent entity;
and second the enrichment scenario, when the process
either adds additional information (i.e., increase level
of granularity) of an existent entity or creates a new
entity in case of non-existence, if that is possible. This
entire process is illustrated by examples in Section 3.2.

3.2 Proposed Enhancement Scenarios

This section exemplifies the potential scenarios to enhance
the OSM data quality. The proposed enhancement depend
on whether a matched entity is identified or not as well as
on the ability to extract useful knowledge from deep tagging
process.

3.2.1 OSM Assurance Scenario
Figure 2 illustrates the assurance scenario. For example, the
Hyde Park in London is one of the most attractions for locals
and tourists as well. In OSM, the park is represented by
an areal entity associated with tags of name = Hyde Park,
leisure = park, and access = yes (see Figure 2a). This
information may be not su�cient for tourists, who might
look for additional pictorial information. The limited LOD
on the OSM might be unable to answer questions like How
does this park look like? Is the park appropriate for jogging?
or What are the scenic views in this park?

In contrast, the place has large number of attraction for
photographers, which is indicated by large availability of
geotagged photos on Flickr, as seen in Figure 2b. On one
hand, applying deep tagging on such photos in Figure 2c
results in “park”, “landscape”, “nature”, “tree”, “grass”, and
“footways” tags. The tags can be utilized to ensure existence
of the OSM contribution as well as to provide further LOD
(e.g., landuse/landcover = grass). On the other hand,
the given photos can be linked to the OSM entity to add
pictorial information and to ensure the contributed entity
on OSM.

3.2.2 OSM Enrichment Scenario
Figure 3 describes the enrichment scenarios. The Coney Is-
land Beach & Boardwalk is one of best boardwalks in New
York (see Figure 3). The place is mapped on OSM with
simple tags as follow: name = Coney Island Beach, nat-
ural = beach, and ele = 1 (indicates the elevation above
sea level) (see Figure 3a). However, these tags might pro-
vide limited information about the place. For example: Is it
public or private beach? Which sport activities (swimming,
surfing, etc.) could people do there? Are dogs allowed on the
beach or not?, and for elderly people who would like to enjoy
walking there, are benches and seats facilities are available
alongside the boardwalk?

At the same moment, the place attracts thousands of tourists
and local people. They voluntarily upload their personal

photos on web-shared image platform. For instance, Flickr
has about 125,000 geotagged photos within the location of
the Coney Island Beach as indicated in Flickr explore world
API on Figure 3b. Hence, the integration with such data
might be one possible solution to enrich OSM data by in-
creasing the LOD.

One proposed scenario is to enrich the OSM by adding addi-
tional information to an existent contribution. For example,
applying deep tagging on the left photo in Figure 3c will
result in tags like “dog”, “beach”, and “recreation”, while
applying it on the right photo of Figure 3c generates tags
like “sailboat”, “sailing”, “water sports”, and “boat”. Fur-
thermore, deep tagging of other photos results in tags of
“swimming”, “bikini”, “people”, and “sand”. By these tags,
first we assure the existence of the contributed entity on
Figure 3a; second, we can increase the LOD of this entity
by adding tags like dogs = yes, sport = swimming, sport
= sailing, and surface = sand.

Another proposed enrichment scenario is when the matching
process can not find a counterpart entity (i.e., where some
features in photos are not mapped on the OSM). Our ap-
proach proposes to create new contributions to OSM (when
it is possible depending on the availability of su�cient pho-
tos with precise geographic location). For example, apply-
ing the deep tagging process on photos in Figure 3d results
in tags like “seat”, “chair”, “bench”, “wood”, and “wooden”,
while the matching process and manual visual inspection
can not identify such of these features on the OSM. Based
on photos’ geolocation, we can create a new contribution,
like a node, with tags of amenity = bench and material =
wood.

3.3 Discussion and Challenges

The previous scenarios illustrate the potential improvements
of the OSM data quality. This paper investigates only uti-
lizing geotagged photos from Flickr as an example. How-
ever, with increase availability of geotagged photos on vari-
ous platforms (e.g., Microblogs), the OSM data quality can
be improved toward professional use. In tourism applica-
tions, the integration can be utilized to enrich the OSM
data especially in the places where there are no active map-
per communities. In uncommon situations, tourists like to
have spatial and pictorial information together of attraction
places. The integrated information could be provided with a
particular degree of uncertainty. This paper presents a pre-
liminary discussions on feasibility of the proposed approach.
Although our approach sounds straightforward, it has mul-
tiple challenges regarding its implementation.

It is commonly known that not all public geotagged photos
contain useful information. Most of these photos includes
persons, and hence, they are subjective to privacy issues.
Therefore, an adapted filtering preprocess is needed to find
out useful photos. In deep tagging process, not all the re-
sulting tags might be useful. Some tags represent high level
of abstraction, such as, “water”, “human”, “natural”. They
might describe a given photo from various concepts; and
thus, semantic interpretation of these tags might not be a
trivial task. Moreover, temporal aspects must be consider,
as a photo might reflect a temporal feature that has been
changed (removed/modified) with time.



(a) The Hyde Park in London on the OSM with tags of: name =
Hyde Park, leisure = park, and access = yes

(b) The Hyde Park in London on Flickr web platform includes around
87,000 geotagged photos related to this park

(c) Applying deep tagging on these photos results in “park”, “landscape”, “nature”, “tree”, “grass”, and “footways” tags

Figure 2: Assurance scenario of the OSM data by applying the TME approach

(a) The Coney Island Beach at NY on OSM with tags: name =
Coney Island Beach, natural = beach, and ele = 1

(b) The Coney Island Beach at NY on Flickr web platform includes
around 125,00 geotagged photos

(c) Applying deep tagging on these photos results in “dog”, “beach”,
“recreation”, “sailboat”, and “water sports” tags

(d) Applying deep tagging on these photos results in“bench”, “chair”,
“fence”, “wood”, and “seat” tags

Figure 3: Enriching scenarios of the OSM data by applying the TME approach



The matching process has many di�culties; It depends on
the positional accuracy of the assigned geotags to the pho-
tos. For instance, the geotag attribute of Flickr’s photos
is described by a numerical scale (1 to 16), from region⇠3,
to city⇠6, to street⇠16 levels. Qualitative and quantitative
aspects should be considered, such as, distance, direction,
topology, and orientation. Qualitative Spatial Reasoning
(QSR) [10] might have a primary role to tackle these as-
pects.

Otherwise the entire enhancement process can not be car-
ried out by an automatic way, as automatic contributions
are discouraged from the OSM community. Therefore, we
might need volunteers to investigate and revise the proposed
enhancement scenarios. One possibility is to employ the
“Gamification” approach to attract contributors to validate
the proposed enhancement scenarios.

4. CONCLUSIONS

This paper proposed the integration between various VGI
sources toward improved data quality. We concerned with
voluntary mapping projects particularly the OSM project.
Although the OSM represents a potential data source for
various applications, some applications can not make use of
it due to its questionable data quality. In OSM, incomplete-
ness and limited LOD restrict the beneficial use of data.
However, the problem can be tackled by integration with
other available VGI resource.

We proposed an approach that utilizes geotagged photos
from Flickr to enhance the OSM data. The approach is
called TME, which stands for Tagging, Matching, and En-
hancement. In TME, we utilized deep learning (DL) to carry
out what we called deep tagging process. Given a geotagged
photo, DL is applied to generate tags describing the given
scene from various perspectives. Based on the given photo
geolocation and the generated tags, the matching process
acts to find counterpart geographic features in the OSM.
Finally, in the enhancement process TME either ensure or
enrich the OSM data. In the assurance scenario, we con-
firm the existence contributions in the OSM by linking them
to additional pictorial information. Whereas in the enrich-
ment scenarios additional information or a new contribution
is added to the OSM.

This paper presented the preliminary idea and discussions
of the TME approach. The paper included illustrations of
the potential enhancement scenarios of the OSM. In future
work, we will search for possible solutions for the aforemen-
tioned implementation challenges. Subsequently, we plan to
implement the approach on concrete case studies. Finally,
an intuitive GUI (e.g., web service) will be developed to vi-
sualize the results and to serve the validation process.
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